Multi-Document Summarization: Methodologies and Evaluations

Gees C. Stein, Amit Bagga and G. Bowden Wise
General Electric, Corporate R&D, One Research Circle, Niskayuna NY 12309, USA
{steing, bagga, wiseg}@crd.ge.com

Abstract

This paper describes a system for the summarization of multiple documents. The system produces multi-document summaries using clustering techniques to identify common themes across the set of documents. For each theme, the system identifies representative passages that are included in the final summary. We also describe a methodology for evaluation of our system which is based upon a question answering task. Results of our evaluation are also presented.

1. Introduction

Multi-document summarization differs greatly from single-document summarization. In fact, single-document summarization can be considered as one of the critical sub-tasks of multi-document summarization. However, there exist several other important sub-tasks including identification of important common themes or aspects across the documents, selecting representative summaries for each of these themes, and organizing the representative summaries for the final summary. In addition to these sub-tasks, an important aspect of building a multi-document summarization system is its evaluation. In this paper we describe a system for multi-document summarization. We also describe a methodology for the evaluation of our system and present results using this evaluation methodology. We will conclude this paper with related work and future plans.

2. Single-document summarization

2.1 The Approach

Our multi-document summarization system uses the output of our single-document summarizer (Strzalkowski et al.1999; Strzalkowski, Stein and Wise 1998, Strzalkowski, Wang and Wise 1998). The system takes as input the document to be summarized, a target percentage for the desired summary length, and a topic description. First, the system segments the text into text-units, in our case, paragraphs. Next, the system reconnects passages that contain backward links such as anaphors. Reconnected passages will always appear together in the final summary, if selected. In other words, they cannot be separated from each other. The topic description is used to form a set of query terms which are used, together with the target length, to score each passage. The system iteratively scores combinations of passages, stopping when no improvement in score is reached anymore. The set of passages with the best
score is the final summary. The system does not depend on any statistical data taken from a similar-text corpus.

Most other text-extraction based approaches select key sentences to build summaries (e.g., Luhn 1958, Paice 1990, Rau, Brandow & Mitze 1994; Kupiec, Pedersen & Chen 1995). The drawback of this approach is that the resulting summaries often lack coherence and can be hard to read. The paragraph-based approach produces summaries that are better readable and more coherent since a paragraph, in general, is a self-contained unit and its relationships to surrounding paragraphs are easier to trace.

2.2. The Single-Document Tool

Initially, the user selects a document set and provides a topic description. This brings up a screen with two main windows (Example 1). The left window lists all documents in the set; clicking on any of them will bring up the summary in the right text window. Using the radio buttons on top of this window the user can either view the full-text version (the source) or the summary of this document.

Example 1. The Single-Document Tool

3. Multi-Document Summarization

3.1 The Approach

The development of our multi-document summarizer is based on a few simple initial assumptions. The documents to be summarized are text-only, news documents that are well formatted. The goal is to create indicative summaries which give the users the gist of the
original documents, i.e., if of interest, the user can decide to read particular full-text documents for more details. More on the system can also be found in Stein, Strzalkowski and Wise (1999; 2000(to appear)) and Stein et al. (2000)

Our basic approach attempts to generate a text summary while avoiding the repetition of identical or similar information and presenting the information in such a way that makes sense to the reader. With this in mind we decided on the following basic algorithm:

1. Summarize each document
2. Group the summaries in clusters
3. For each cluster select representative passage(s) that will contribute to the final summary
4. Organize these passages in a logical way.

3.1.1. Create individual summaries

The first step of the process of generating a multi-document summary is to create individual single-document summaries for all documents in the set.

This is done by creating a topical summary of 15% length using the user-specified topic and our SD (single-document) summarizer. Documents that seem to be irrelevant to the topic nevertheless result in a short default summary. In other words, no documents are filtered out using the SD summarizer. The 15% is chosen based on past evaluation results (Strzalkowski, Stein and Wise 1998).

3.1.2 Group Summaries

The second step of the multi-document (MD) summarization process is the grouping of the individual summaries into clusters. At this point, the system decides the SD summaries that are relevant to the topic, since only these are used for the final summary. The final summary contains only the main topics covered by the documents since repetition or very similar topics do not add much extra value to the summary. Therefore, documents are ‘clustered’ on the basis of the contents of their summaries where a cluster consists of summaries that describe a similar topic. For those documents that seem to discuss a similar topic, representative segments are eventually chosen for the MD summary while the other ones are ‘hidden’, i.e., not shown but still accessible to the user.

Since the final multi-document summary is highly dependent on the clusters, we experimented with a variety of approaches for producing the clusters. These approaches use the same basic similarity metric, Dice’s coefficient (Van Rijsbergen, 1979), after stemming and removing stopwords, to compare two summaries $S_1$ and $S_2$. If $\text{sim}(S_1,S_2)$ is larger than a certain threshold the two summaries are considered to be similar.

We tried several graph-theoretic approaches that make use of a similarity matrix, where the nodes in a graph correspond to the individual summaries while an edge between two nodes corresponds to the similarity of the two corresponding summaries being above a certain user-defined threshold. It should be noted that the resulting graph may consist of several disjoint sub-graphs.

In our first approach, in order to find coherent clusters, we find all maximal complete subgraphs (cliques) in this graph (Van Rijsbergen 1979, Everitt 1993). We experimented with two different methods of postprocessing to merge those clusters that are very similar. This allows for overlapping clusters. The first method merges clusters that seem to address the same concept based on the words all members of a cluster have in common. If one cluster’s common-word set is a subset of another cluster’s common-word set, they are merged. The second method considers the number of members one cluster has in common with the other.
If this number is higher than a certain percentage (variable), they are merged. We chose 50% as the cut-off for merging clusters in this method. Experiments showed that the second method of merging clusters resulted in clusters of better quality. Documents relevant to the same topic were distributed over fewer clusters, and clusters were purer, i.e., less frequently would they contain documents from different topic sets (Stein et al., 2000).

As a second approach, we implemented a basic hierarchical complete-link algorithm (Salton 1989), which is more time-efficient than the clique-based approach. The algorithm starts with single-member clusters and merges clusters with the highest similarity until no clusters can be merged. In our case this happens when no two clusters have a similarity value above the user-defined threshold. Cluster similarity is equal to the lowest value of similarity between any pair of elements $e1$ and $e2$ from respective clusters. The resulting clusters are complete subgraphs that are non-overlapping.

It should be noted that both approaches are order-independent, i.e., it does not matter in what order the documents are processed. Earlier experiments (Stein et al., 2000) showed that for the same threshold the clique-based approach did better than the complete-link approach. The additional benefit of the clique-based algorithm is that it allows for overlapping clusters, which makes sense since documents can be relevant to more than one topic. However, the complete-link algorithm is considerably faster and creates similarly good clusters for lower thresholds. The user can choose between both approaches depending on the task and document set at hand. For the purpose of the experiments described later in the paper we used the complete-link approach.

### 3.1.3 Select representative passages

The third step of the multi-document summarization process involves selecting a member of a cluster as a representative summary for the cluster. When the user wants a topical summary, the topic description is used to pick the summary that has most similarity to the topic. In the case of a generic summary, the representative summary chosen is one that best represents the cluster. In this case, the summary that has most occurrences of the common terms across documents in a cluster is chosen. Since clusters can be overlapping it is possible that the same segment(s) is chosen to represent several clusters.

We are currently investigating selecting one or more passages as opposed to selecting an entire summary as the representative summary.

### 3.1.4 Organize selected passages

Finally, the last step of the multi-document summarization process involves organizing the selected passages in an order that makes sense to the reader. Such an order might depend on the topic (in case of topical summaries), the user and the task at hand, among others. Currently, we organize the selected passages based upon topic similarity. For generic summaries, the organization involves placing “similar” documents together so that all information about a particular topic is placed contiguously. This is done using the same similarity metric mentioned above to compare two documents: similar passages are placed close to each other. Single-document clusters are shown separate.

For topical summaries we use similarity to the query description to order the representative passages such that the most relevant passages are placed on top.

### 3.2 The Multi-Document Tool

The system, named XDOCTOOL, consists of two main screens. The first lets the user select a collection of documents (by pointing at a directory containing those documents) to be
summarized, and define a topic description that will be used to generate topical summaries. Currently the single-document summarizer, and therefore XDOCTOOL, can handle a variety of document formats, including plain ASCII text, HTML format, SGML format, and several other formats used by various news sources.

Example 2. The Multi-Document Tool

The second screen (Example 2) shows the results of the summarization. The large window in the middle of the screen, the text window, provides the user with one of several possible views of the multi-document summary. The possible views include the highest level final MD summary, “cluster” reports which simply are the representative summaries corresponding to each of the clusters (together with information such as common terms, query terms and headers of all documents in the cluster), the single-document summaries for each document in a cluster, and the original document for each document in a cluster. The left window shows a tree structure describing how documents were clustered. Clicking on different ‘nodes’ in this tree gives the user access to all relevant data, ranging from the final high-level summary to the individual documents. The document numbers corresponding to each document make it easier for the user to keep track, especially in cases when documents are placed in several different clusters.

An important feature of this screen is the slider that represents the threshold mentioned in ‘Group Summaries’ (3.1.2) used for clustering the documents. If this threshold is high, documents need to have a high degree of similarity to be put in the same cluster. Therefore, the clusters that are formed are smaller in size but more in number (as the selection criteria
for membership to a cluster is stricter with a higher threshold). In general, increasing the
threshold will result in more clusters, while lowering the threshold will result in fewer
clusters. The desired threshold depends on the similarity or dissimilarity of the document
collection, the user’s preference for high-level topic clusters or sub-topic clusters and the task
at hand. The user can change this threshold easily using the slider. Currently, a default
threshold is computed based on the ‘connectivity’ of the collection as implied by the
similarity matrix.

4. Evaluation

4.1. Tasks and Evaluation Sets

A formal evaluation of single-document summarizers, SUMMAC (Firmin and
Chrzanowski, 1999), was conducted under DARPA’s Tipster Text Program (TIPSTER
1998b). This evaluation proved to be a formidable task requiring human judges to manually
evaluate the summaries. With the knowledge that the multi-document summarization task is
more complex than the single-document one, and given the difficulty faced earlier by the
SUMMAC organizers, we wanted to keep the evaluation of our multi-document
summarization system as simple as possible. We describe below two different evaluations
that we designed for the evaluation.

Initially, we decided to focus entirely on the quality of the multi-document summaries. In
other words, we wanted to show that one could quickly and easily massage the multi-
document summary produced using our XDOCTOOL into a desired final form. The baseline
we wanted to compare this to was producing the desired final multi-document summary by
concatenating and massaging the summaries produced as the output of our single-document
summarizer.

We constructed two different test sets for the evaluation. The first consisted of 60
documents retrieved using Cornell’s SMART text retrieval system using TREC topic 357 as
the query. Topic 357 deals with articles regarding “territorial water disputes” (TREC-7). The
documents returned by SMART are from TREC’s document collection. It should be noted
that 30 of the 60 documents retrieved by SMART are actually relevant to the query because
SMART is not perfect. In this case, topic 357 was chosen primarily because it had at least 30
documents which were identified by the TREC annotators to be relevant. The second set also
consists of 60 documents retrieved by SMART. However, unlike the first set, this one
consists of 30 relevant articles corresponding to each of the following two TREC topics: topic
390 (orphan drugs), and topic 392 (robotics). Since this second set contains articles from two
different TREC topics, we feel that it is easier than the first since it is easier for the user to
distinguish between relevant and non-relevant articles for each topic. In comparison, for the
first set, the non-relevant documents are quite similar in nature to the relevant ones. Once
again, the topics were chosen based on the fact that there were at least 30 documents correctly
relevant to each. Please note that it was not known how both systems would handle these
topics.

For our initial experiment, we had three users use our XDOCTOOL to produce the final
multi-document summary while having three others use the single-document summarizer.
The final multi-document summary was to contain the main points relevant to the topic of
interest. The topic of interest for the second test set was topic 390 (orphan drugs). In
addition, we also limited the time each user had to produce the final summary to 15 minutes.
There were two main reasons for this limitation:
1. We wanted to mimic a real world scenario where an analyst does not have enough adequate time to read all the documents.

2. Our goal was to analyze the difference in the final summaries produced by the two different summarizers keeping all other factors the same.

Each user produced two final multi-document summaries, one for each of the test sets. The results clearly showed, for both the test sets, that the final summaries created as a result of using the XDOCTOOL were more substantive in terms of the presence of the number of paragraphs corresponding to relevant documents. Since we knew the relevancy judgement for each article in the test sets, computing this was easy. However, we wanted to better quantify the benefit of using the XDOCTOOL. Therefore, we designed a second set of experiments that provided more quantitative data.

```
Example 3. Questions for question-answering task

The second set of experiments was designed in the form of a question answering task. For each of the two test sets described earlier, we constructed a set of questions that we wanted answered. The list of questions for both these tasks is shown in Example 3. These questions were formulated by a person who had never seen the texts before and did not know how the systems would process them. Questions were meant to refer to detailed information in the texts. Similar to the first set of experiments, we had six users, three of whom answered the set of questions for both the test sets using the XDOCTOOL while the other three answered the questions using the single-document summarizer. Our hypothesis here was that using the XDOCTOOL would simplify finding the answers since, for each cluster, the cluster summaries would indicate the presence of the answer in that cluster. Table 1 shows the figures obtained for each user on the two test sets. It should be noted that the users testing the summarization systems had varied amounts of prior experience using the tool. About half the users were novices who had not used the tool before. Hence, the variation in the amount of time among users for each test set.
```
Table 1. Results for Question-Answering Task

<table>
<thead>
<tr>
<th>User</th>
<th>Summarizer</th>
<th># of questions answered (Test set 1)</th>
<th>Time taken – mins (Test set 1)</th>
<th># of questions answered (Test set 2)</th>
<th>Time taken – mins (Test set 2)</th>
<th>Average time per test set – mins</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>XDOCTOOL</td>
<td>5/5</td>
<td>18</td>
<td>5/5</td>
<td>15</td>
<td>16.5</td>
</tr>
<tr>
<td>2</td>
<td>XDOCTOOL</td>
<td>5/5</td>
<td>27</td>
<td>5/5</td>
<td>26</td>
<td>26.5</td>
</tr>
<tr>
<td>3</td>
<td>XDOCTOOL</td>
<td>5/5</td>
<td>11</td>
<td>5/5</td>
<td>12</td>
<td>11.5</td>
</tr>
<tr>
<td>4</td>
<td>Single Doc</td>
<td>5/5</td>
<td>24</td>
<td>4/5</td>
<td>32</td>
<td>28</td>
</tr>
<tr>
<td>5</td>
<td>Single Doc</td>
<td>5/5</td>
<td>43</td>
<td>4/5</td>
<td>35</td>
<td>39</td>
</tr>
<tr>
<td>6</td>
<td>Single Doc</td>
<td>5/5</td>
<td>27</td>
<td>3/5</td>
<td>23</td>
<td>25</td>
</tr>
</tbody>
</table>

4.2. Results and User Feedback

The results verify our hypothesis that the XDOCTOOL helps the users find the answers. The numbers in Table 1 clearly show that users using the single-document summarizer took longer to find the answers. In addition, three of them either extracted the incorrect answer or gave up while looking for answers to a few questions.

For the question-answering task, all users of both tools mentioned the need for a keyword search. Some users wanted the possibility of tagging files, so they could keep track of files already investigated.

As expected, the users of the single-document tool had the most complaints; they would like clustering, ranking of documents and organization based on temporal data.

The users of XDOCTOOL liked the cluster reports on which they based their decision to further investigate a cluster. The highlighted terms, indicating terms that documents in a cluster have in common, and terms documents have in common with the topic description, were helpful for quickly scanning the summaries and documents. The top-level summary, however, was not used for the question task. One user pointed out that the clustering should be more user-interactive, for instance, using question descriptions, or assigned weights to terms, to adapt clustering to current needs.

5. Related Work

Uramoto and Takeda (1998) have developed a system that visualizes certain characteristics of a set of documents by organizing them in a directed graph. Although no readable summary is generated, keywords indicated how documents are similar or different. Mani and Bloedorn (1997) also relate pairs of documents to each other showing similarities and differences. In addition, work by McKeown and Radev (McKeown and Radev 1995; Radev and McKeown 1998) relies on an ‘assumed’ system filling and selecting predefined templates used for the final summary. Later work by McKeown et al. (1999) breaks documents into paragraph-based units. These units are compared to each other to identify similar and dissimilar passages. A graph-based one-pass clustering algorithm is applied, using the similarity metric, to identify common topics/themes. Instead of picking a representative sentence from the paragraphs in a cluster, common phrases are identified which are used to generate a new representative sentence. The Carnegie Group’s work on multi-document summarization (Carbonell and Goldstein 1998) relies on the maximal marginal relevance measure to organize the final
summary and detect redundancy. Similarly to our approach, clusters are formed and a representative segment is presented to the user.

We are currently not aware of any formal evaluation of multi-document summarization other than work by described in McKeown et al. (1999) and Stein et al. (2000). However, both evaluations are system specific and evaluate certain aspects. The first system focuses on three system components: the similarity metric (evaluated using TDT data), the theme phrase detection approach and the sentence generation capability. The second system analyses the clustering capability and the ability to select representative passages from a cluster. Both evaluations do not compare to a base-line system, nor are they evaluated with respect to certain tasks.

6. Discussion

It is a non-trivial task to carry out a meaningful evaluation for multi-document summarization. First, user subjectivity can be a problem when making judgements about document relevancy and whether something is a main point for a final summary, thus making it harder to compare results across users. Our earlier task of producing a final topical summary was affected by these problems. The advantage of the question-answering task is that the final results can be judged objectively. Based on our findings we think that a task-specific user evaluation, particularly the question-answering evaluation, is not only a good way to evaluate a specific multi-document system, but also allows for a system-independent evaluation.

Our experiments showed that the multi-summarization tool helps the user finding specific answers to detailed questions in shorter time than the base-line system.
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