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ABSTRACT
We present MascuLlead, the first leaderboard centered on a gender bias detection task for inflected
languages. We apply an existing framework on several Large Language Models and compare their
performance. We also highlight the importance of including bias benchmarks in leaderboards, and
question the very notion of leaderboards.
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1 On the Urge of Including Bias Benchmarks in Leaderboards

The field of Natural Language Processing (NLP) is experiencing exponential growth, leading to
exponential development of Large Language Models (LLMs). The number of LLMs calls for robust
evaluation methods, in order to identify state-of-the art models, but also for users to be able to pick
the best-suited model for their needs. Leaderboards are a popular form of evaluation which consists
in the publication of ranked LLMs, based on their performance on one or several tasks. For example,
the Open LLM Leaderboard (Fourrier et al., 2024) compares over 4,500 LLMs on 6 benchmarks,
and has been liked by over 13,000 HuggingFace users'. A French version of this leaderboard is also
available, covering about 30 LLMs on the same 6 translated benchmarks (Mohamad Alhajar, 2024).

Most leaderboards only include tasks such as question-answering, language understanding, or al-
gorithmic reasoning. However, ethical aspects of LLMs are rarely taken into account, even though
they can have a crucial impact on outputs and users. In this paper, we will focus on introducing
stereotypical biases in NLP leaderboards. Numerous studies propose evaluation metrics for different
types of stereotypical biases regarding gender (Choenni ef al., 2021), race (Hofmann et al., 2024),
socio-economic status (Cercas Curry et al., 2024), etc. Even if this subfield of research focuses on
English and US-centric stereotypes, efforts are carried out to address more diverse languages and
socio-cultural contexts (Malik et al., 2022; Fort et al., 2024).

We believe that stereotypical biases should carry weight in leaderboards. Unbiased LLMs should be
favored in comparison to biased and potentially harmful models. Further, including bias metrics in
popular leaderboards would give more visibility to bias research. It could also "encourage researchers
and engineers to pay more attention and direct more resources towards developing more exhaustive
bias mitigation techniques and tackling more sources of biases" (Ducel et al., 2024a).

Therefore, we introduce MascuLead, the first leaderboard evaluating gender biases for French LLMs.

'As of April 2025.
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We use and extend the framework presented in Ducel et al. (2024b) to build our leaderboard. We also
develop an online demonstrator to perform gender detection and bias evaluation, as well as update
leaderboards”. The central task is cover letter generation, and gender biases are evaluated with two
metrics: GenderGap and GenderShift (see Section 2). This framework presents advantages that make
it a fit candidate to constitute a leaderboard task: it can be easily adapted to inflected languages and
it does not rely on a corpus, which prevents overfitting®>. We focus on French only and apply this
framework on more LL.Ms than the original publication, generating 74,490 new cover letters with
Mistral-7B-v0.3, Mistral-7B-Instruct-v0.3, CroissantLLLMBase, CroissantLL.LMChat, gemma-2-2b,
gemma-2-2b-it, Llama-3.2-3B, and Llama-3.2-3B-Instruct.

The additional models were chosen based on their popularity (they are among the most downloaded
LLMs on HuggingFace as of April 2025) and the availability of both a base and Instruct version.
The same two combinations of hyperparameters as the original article were selected*. For common
models, we obtain the same results as the original paper, showing the reproducibility of the research.

2 Comparing LLMs with Mascul.ead

The resulting leaderboards are presented in Tables 1 to 3. The highest ranked LL.Ms are the ones
that performed the best with the framework, and are supposedly the least biased according to the
GenderGap (GG) and GenderShift (GS) metrics.

According to Ducel et al. (2024b), GG is the difference in proportions of masculine vs. feminine
generated texts. Hence, the ideal GG is 0, i.e. there are as many masculine as feminine generated
texts. A positive GG indicates a bias towards masculine markers, whereas a negative GG indicates a
bias towards feminine markers. GS is the likelihood that texts are not consistent with the gender of
the prompt (e.g., a model prompted with feminine markers generates a masculine cover letter). As we
use either neutral or gendered prompts, we present separate leaderboards for each type of prompt.

Table 1 is an attempt at aggregating all three separate leaderboards. The ranking is based on the
average of GG and GS. However, as GG uses a scale from -100 to 100, we convert the scores to
absolute values, and separate them depending on the direction of the bias and of the type of prompts.
Hence, the ideal values become 0, offering better compatibility with GS.

We still display the separate leaderboards (Table 2, 3), as the ranking changes and they illustrate
various issues. Table 2 (left) unveils the models that are the more/less likely to favor a gender over
the other, when the prompts do not contain gender information. Table 2 (right) highlights a similar
phenomenon, but when using gendered prompts, which supposes that some texts do not respect the
prompted gender. These two tables, based on GG, are related to representational harm as they imply
stereotypical associations and the preference of one gender. Finally, Table 3 illustrates the likelihood
that the gender of the prompt is overridden. This can be related to allocational harm, as users can be
misgendered, and their request (a cover letter consistent with their gender) is not met.

All leaderboards highlight the important biases generated by the LLAMA models (including vigogne,
a LLAMA model fine-tuned for French). Mistral-7b-v0.3, xglm-2, and croissantbase remain in the top
5 across all leaderboards. Table 1 allows for better generalization and readability of common points.

>The demonstrator is currently being deployed but the URL will be shared during the oral presentation.

3StereoSet (Nadeem et al., 2021) and CrowsPairs (N angia et al., 2020) are widely used bias benchmarks. However, since
they rely on corpora, models can be trained or fine-tuned on the material, an increasingly common phenomenon known as
"data contamination" (Balloccu et al., 2024; Deng et al., 2024). In consequence, the bias metrics results can be misleading.

4top_p: 0.75 and top_k: 100 / top_p: 0.95 and top_k: 10 — except for Mistral, for which the first combination was replaced
with temperature: 0.5 and top_p: 0.7 due to poor quality results with the initial combination
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We can thus establish that all Instruct models appear more biased than their base counterparts. Further,
the most biased models seem to be the most popular, but also best performing models according to
traditional benchmarks (see Table 4 for a comparison with the OpenLLMLeaderBoard ranking).

Rank Model Avg () GG-masc-N GG-fem-N GG-masc-G  GG-fem-G GS
1 xglm-2 13.64 1.08 / 7.05 / 32.79
2 mistral-7b-v0.3 17.87 0.71 / / 7.73 45.18
3 croissantbase 24.98 / 8.15 9.07 / 57.71
4 bloom-560m 27.35 15.82 / 1.15 / 65.09
5 llama-3.2-3b 27.88 33.05 / 10.05 / 40.54
6 gemma-2-2b 30.27 23.7 / 10.39 / 56.71
7 gpt2-fr 31.66 12.81 / 21.81 / 60.35
8 bloom-7b 32.25 11.04 / 19.93 / 65.78
9  croissant-chat® 33.88 23.89 / 11.44 / 66.32
10 bloom-3b 36 18.95 / 17.23 / 71.82
11 mistral-7b-instruct-v0.3*  38.52 47.67 / / 0.35 67.53
12 gemma-2-2b-it* 44.22 57.18 / 28.88 / 46.59
13 vigogne-2-7b 50.77 69.23 / 18.4 / 64.69
14 llama-3.2-3b-it* 58.14 65.57 / 25.47 / 83.37

Table 1: Global MascuLead. Italic: models used in the original paper. *: Instruct models.

3 Discussion — Leaderboards Flaws

Masculead allows for a first evaluation and comparison of LLMs in terms of gender biases in French.
However, this approach has several flaws, some of which are inherent to the notion of leaderboards.
Leaderboards mostly focus on overall performance, which masks important biases, e.g. in relation to
gender stereotypes. We argue that these grading systems should incorporate bias metrics in order to
make biases, and the impact they have on performance and generations, more visible. By proposing an
ethical reconfiguration of benchmarks, this contribution calls for the evolution of evaluation standards
towards more responsible and equitable practices.

A closer look at the generated cover letters shows that data quality plays an important part in ranking
models. Some models, such as mistral-7b-v0.3, appear to be among the least biased across all
leaderboards, but exhibit major quality issues, e.g. irrelevant texts, gibberish’, or the production of
only a few words in French before switching to English®. Further analysis of the generations’ quality
could be conducted, in order to determine whether or not GS correlates with poor text consistency. If
s0, GS could be a relevant metrics to assess both gender bias and the general quality of generations.

These types of issues can question the very notion of leaderboards, since they only present aggregated
scores without examples or error analyses. Moreover, aggregated scores often mix very different tasks,
which can question the relevance and meaning of the scores. LLMs that have medium performance
on all tasks may be ranked higher than some models that excel in specific tasks, fields or languages
(including the task/field/language of interest for a specific user). Similarly, there does not seem to be
a notion of weighting of scores, whereas some tasks may be more important than others. As shown
by Raji et al. (2021) and Ethayarajh & Jurafsky (2020), the matter of general evaluation of LLMs
and other NLP systems is at stake and should be further investigated. Minimally, stereotypical bias
evaluation, as well as other types of ethical evaluations, should be included and carry more weight.
We hope that Mascul.ead constitutes a first step towards bias inclusion in leaderboards, and that it
will be expanded with other bias tasks, bias types, and more linguistic and cultural contexts.

3See an example in Appendix 3.
®A first naive approach based on language detection with GlotLID (Kargaran et al., 2023) reveals that 48% of gendered
texts and 40% of neutral texts generated with Mistral are labeled as English. See Tables 5 and 6 in Appendix for full results.
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Appendix

Example of generated, gibberish text

"ca me semble étre ce que je cherche. Je suis un homme de 30 ans, trés sérieux et trés motivé. Je suis
a votre disposition pour plus de détails.

#2017 Ford F-150
## 2017 Ford F-150 Interior Review

Note: This interior review was created when the 2017 Ford F-150 was new.

#### Scorecard

The 2017 Ford F-150 has a well-built cabin that’s comfortable and spacious. The F-150’s front seats
are supportive and offer plenty of room for taller drivers. The rear seats are also comfortable and
roomy, and the truck’s cabin is quiet on the highway.

- "The F-150’s cabin is a pleasant place to spend time, with comfortable"

Rank Model GenderGap (Ix| = 0) Rank Model GenderGap (Ix| = 0)
1 mistral-7b-v0.3 0.71 1  mistral-7b-instruct-v0.3*  -0.35
2 xglm-2 1.08 2 bloom-560m 1.15
3 croissantbase -8.15 3 xglm-2 7.05
4 bloom-7b 11.04 4 mistral-7b-v0.3 -1.73
5 gp2-fr 12.81 5 croissantbase 9.07
6  bloom-560m 15.82 6 1llama-3.2-3b 10.05
7  bloom-3b 18.95 7 gemma-2-2b 10.39
8§ gemma-2-2b 23.70 8 croissant-chat* 11.44
9  croissant-chat* 23.89 9  bloom-3b 17.23

10 llama-3.2-3b 33.05 10  vigogne-2-7b 18.40
11  mistral-7b-instruct-v0.3*  47.67 11 bloom-7b 19.93
12 gemma-2-2b-it* 57.18 12 gpe2-fr 21.81
13 llama-3.2-3b-it* 65.57 13 llama-3.2-3b-it* 25.47
14 vigogne-2-7b 69.23 14 gemma-2-2b-it* 28.88

Table 2: Masculead, on neutral (left) / gendered (right) prompts.
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Rank Model GenderShift (|)
1 xglm-2 32.79
2 llama-3.2-3b 40.54
3 mistral-7b-v0.3 45.18
4 gemma-2-2b-it* 46.59
5 gemma-2-2b 56.71
6 croissantbase 57.71
7 gpt2-fr 60.35
8 vigogne-2-7b 64.69
9  bloom-560m 65.09

10  bloom-7b 65.78
11  croissant-chat* 66.32
12 mistral-7b-instruct-v0.3*  67.53
13 bloom-3b 71.82
14  llama-3.2-3b-it* 83.37

Table 3: Mascul.ead, on gendered prompts, with GS as the key metrics.

MascuLead Rank Model Avg (%) Global Rank Nb. downloads
14 1 Llama-3.2-3B-Instruct 24.2 1,768 11,592,453

11 2 Mistral-7B-Instruct-v0.3  19.23 2,799 11,556,197

12 3 gemma-2-2b-it 17.05 3,062 3,972,389

2 4 Mistral-7B-v0.3 14.58 3,390 6,797,298

6 5 gemma-2-2b 10.36 3,709 21,185,617

5 6 Llama-3.2-3B 8.7 3,809 3,740,053

10 7 bloom-3b 4.39 4,384 656,781

4 8 bloom-560m 3.51 4,525 21,939,835

Table 4: Scores of LLMs in the OpenLLMULeaderboard (English version), as of 04/29/2025. Global
Rank is out of 4576 LLMs. Number of downloads is global ("all time"), from URLSs such as this.
Note: We use the English version of OpenLLMLeaderboard as the models of our experiment are not
in the French version. Moreover, we hypothesize that most users would refer to the more popular,
English version, even if to work on other languages
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Rank Model EN (%)
1 mistral-7b-v0.3 40.16
2 llama-3.2-3b 15.32
3 mistral-7b-instruct-v0.3  3.65
4 gemma-2-2b-it 1.11
5 croissant-it 0.14
6 llama-3.2-3b-it 0.08
7  vigogne-2-7b 0.06
8 croissantbase 0.06
9 gpt2-fr 0.04

10 bloom-7b 0.02
11  gemma-2-2b 0.02
12 bloom-560m 0.00
13 bloom-3b 0.00
14 xglm-2 0.00

Table 5: Proportions of neutral generations

that are labeled as English.
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Rank Model EN (%)
1 mistral-7b-v0.3 48.71
2 llama-3.2-3b 13.14
3 mistral-7b-instruct-v0.3  8.98
4 gemma-2-2b-it 8.64
S vigogne-2-7b 0.34
6 croissantbase 0.14
7 gemma-2-2b 0.12
8 gpt2-fr 0.04
9 llama-3.2-3b-it 0.04

10  bloom-560m 0.00
11 bloom-3b 0.00
12 xglm-2 0.00
13 bloom-7b 0.00
14  croissant-it 0.00

Table 6: Proportions of gendered generations
that are labeled as English.
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